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Abstract. In this paper, we discuss the existence and uniqueness of solutions for the
coupled system of Phi-Caputo fractional differential equations. An illustrative example is
included to show the applicability of our results.
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1. INTRODUCTION

The fractional calculus has a proved to be very important in various scientific fields,
see for instance [1-4]. However, most of these research works have been considered by
applications of the following fractonal approaches: Riemann—Liouville, Hadamard,
Katugampola, and Caputo. But, the approch using “functions with respect to another
function” seem to be absent in the above studies. Such approach can be found, it is different
from all the others since its kernel is considered as term of another function ¢. Recently,

some results related to this pproch have been considered in [5-8].

In most of the present articles, Schauder, Krasnoselskii, Darbo, or Monch theories
have been used to prove existence of solutions of nonlinear fractional differential equations
with some restrictive conditions [9-11].

To cite a some works that have contributed to motivate our present work, we begin by
recalling the paper [12], A. Benzidane and Z. Dahmani have considered the following class of
nonlinear equations of Lane Emden type:

D (D + g, (1) )u(t) + f,(t,u(t), v(t), D>u(t), DV (t)) = hy (t,u(t), v(t))
D’ (D% + g, (1) )v(t) + f,(t,u(t), v(t), D*u(t), D*V()) =h, (t,u(t), v(t))
u(0)=a,,v(0)=a,,u@)=v,v(@d)=b,,teJ,

where J=[0,1], O<aq,,B <L0<6, <a <Lk=1 ;thefunctions f, :[0,]JxR* >R,

k=12 are continuous, g, :(0,1]—[0,+) are continuous functions, singular at t=0,

and Iirp g, (t) =oo ;theoperators D*,D* and D* k=1,2 are the derivatives in the
t—0"

sense of Caputo and the constants ak, bk are reals. The authors have studied the existence and
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uniqueness of solutions and the Ulam stability for the considered class.
In [13], A. Taieb and Z. Dahmani established new existence and uniqueness results for
the following problem:

D u(t) +§ f.(t,u(t),v(t),D*u(t),Dv(t)) =0,

DAV(D) + 3 g, (t,u(D), v(t), DRu(t), D*v()) =0,
teJ,u(0)=u,,v(0) =v,,
u’(0) =u"(0) =v'(0) =v"(0) =0,
u”(0)=1"u(z),v"(0) =1°v(z),r >0,e>0

where a,f€(3,4),5,6,<(0,3),z,we(0,1),0°,D’,D* and D* denote the Caputo
fractional derivatives and I',I° denote the Riemann-Liouville fractional integrals,
J =[0,1], u,Vv,eR. Foreach i=1..m, f and g :JxR*—>R are specific

I
functions.
In this work we discuss the existence and uniqueness of solutions for the coupled
system of ¢— Caputo fractional differential equations,

"D (°DZY + g4 )u(t) = F(E,u(t), V(1))

ted=[ab 11
"D (“D + 4, V(1) = 9 (t,u(t), V(D)) [2.0] -1

with the initial conditions

u(a)=u,, u(b)=Aéu(§i),

v(@)=V,, v(b)= Bév(g), (1.2)
i, >0, 0<a<(; <b<wo, and ¢(b)—¢(a)=M >0.

where  “D”,i =14 are the ¢— Caputo fractional derivative of orders «;, and

O<a, <li=14 u,11,,ABeR ,u,v,e™meN , and ¢:J >R be an increasing

+!7a’ "a
function with ¢'t)=0 ,forall t e J , tobedefinedlater, g,f : JIJx"x™>" isa
given function satisfying some assumptions that will be specified later.

2. PRELIMINARIES ON PHI-CAPUTO DERIVATIVES

Let us consider the Banach space X =CxC with its norm:

[(u,v)

= [ul+ vl - (21)
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where, C be the Banach space of all continuous functions from J into R™, and

Jull, = sup Ju(t), and |v| = supp ().
tefa,b] tefab]

Definition 1: ([14]) For « >0 ,let neN andlet ¢,ueC"(J) be two functions such

that ¢'t)>0 ,forall t e J .
¢) The left-sided ¢— Riemann Liouville fractional integral of order o for an integrable
function u : J — R with respect to another function ¢ : J — R is defined by

I'u(t) = —I¢ (S)(#(t) —4(s))* "u(s)ds, (2.2)

o) The left-sided ¢— Riemann Liouville fractional derivative of a function u of order «
is defined by

14d

#'(t) dt
1

F(n a)

D:;‘”u(t):[ ] I'“u(t) where n=[a]+1

(2.3)

Lﬁ ) dtj [#E)61) - ()™ u(s)ds,

o) The left-sided ¢— Caputo fractional derivative of a function u  Of order « is

defined by
1 d
D u(t) = I"“‘ ——— | u(t),
0= (¢(t) dtj 10 (2.4)
where n=[a]+1, foraegN, n=a for aeN.
) Briefly, the definition (2.3) and (2.4), becomes as follows,,
t
i [F OGO - 4(s)" uf(5)ds, if a e N,
“Dru(t) =4 )£ ’ (2.5)
ull() if @ eN.
where
mley (1 dY
u'(t)=| ———1 uf(t).
(9] [M)dtj (t)
Remark

1) T is the gamma function. Equation (2.2) is the generalization of the Riemann Liouville
and Hadamard fractional integrals when ¢#(t) =t and ¢(t) =Int , respectively.

2) Equation (2.5) is the generalization of the Caputo fractional derivative operator when
@(t) =t. Moreover, forg(t) =Int, it gives the Caputo Hadamard fractional derivative.
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Lemma 1. ([14]). Let o, 3>0,and uel'(J) . Then

I'Tut)=I""ut), aetel.
In particular, if ueC(J) . Then I’I7u(t)=I"u(t), tel.
Next, we recall the property describing the composition rules for fractional ¢ -
integrals and ¢ -derivatives.

Lemma 2. ([14]). Let a >0 The following holds:
If ueC([a,b]) then

‘DITu(t) =u(t).t e[ab].
If ueC"(J), n-1l<a<n. Then

n—lu[k] a
IDiut) =ut) -y @)

>~ [6t)—s@)]"

forall te[a,b] . Inparticular, if O0<a <1, we have
I “DIu(t) =u(t)-u().

Lemma 3. ([14,15]). Let t>a , >0 ;and >0 .Then
o« I[p0)-4@)]" = 5[40 -s@]
« o [p0)-p@] " =L [e0) - @]

o °D'[¢(t)-4@)] =0, forall ke{0,...,n-LneN .

Lemma 4. ([15]). Let & >0,neN ;suchthat n-1<q<n. Then:
o "DITU(t)="D;"u(t); if g>e.
¢ DITUOUO =T if a>g

Definition 2. ([15]) A square matrix of real numbers is said to be convergent to zero if and
only if its spectral radius p(G) is strictly less than 1. In other words, this means that all the

eigenvalues of G are in the open unit disc i.e. |A|<1; forevery 1eC withdetG —Al1)=0;

where | denotes the unit matrix of M__(R) .

Theorem 2. ([16]) Let X be a generalized Banach space and T:X — X be a continuous and

compact mapping. Then either,
(@) The set

A={xeX :x=AT (x) forsome 0<A<1}

in unbounded, or
(b) The operator T has a fixed point.
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Theorem 1. ([17]) Let (X;d) be a complete generalized metric spaceand T: X — X a
contractive operator with Lipschitz matrix G : Then T has a unique fixed point ug and for

each ue X we have

d(T*(u),uy) <M (M) d(u,T(u)), forall keN.

Lemma 5. ([18]) Given a function ueC"[a,b] and 0<qg<1, we have

Tu(x) - I”u(y)‘ 2 ”) (¢(x)-4(y))".

Lemma 6. For agiven f,geL'(J) , the unique coupled pair of functions (u;v) solution of

a’

the system
D (D u=fO) ()
D (D VD =00
and
u(@) =u,, ub)=AZu(<).
Wm=%,WM=BéNQL
i, >0, 0<a<(; <b<oo, and ¢(b)-g(a)=M >0.
is given by
u (t) Ia1+az ¢f (t) (¢(t )M é(a))a a1+0!2 ¢f (b)
wIT )+ ”1(¢(t,3/|_f(a»az I (b)
AZU(S) U, (4() ~ $(a))"
+ M“2 () - ¢(@)™ - N +U
and

v (t) Ia3+a4 ¢g (t) (¢(t )M é(a))a :3+0!4 ¢g (b)

it 0+ 2P0 i o)

b >v (¢) RACORIC)

+—=——(4(t) - 4(@))™

M"‘4 M %

ISSN: 1844 — 9581
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Proof: For O<g¢, <1i=12, Lemma yields
u(t) =I27f () - T2 () + 127, +c,,

where ¢, c, € R"™ , by conditions u(a)=u, , we get
U(t)=I2f (t) - I (t) + 127, +u,

by integrating we find

U(E) = T2 F () — T “’u(t)+c—(¢()( ¢ia1)))“2+ua. (28)

by conditions ¢(b)—-g¢(a)=M, u(b) = Aﬁju(g) , We give

a

A Zn:u (&) =12 (b)— I u (b) +CIM—+ué1

I'(a,+1)
So,
_ a2 +1) Z I'(a,+1) Lo f () 4 wl (e, +1) ou(b) - u,I' (e, +1)
M a, — M a, a M a, a M a,

Substituting the values of ¢, into (2.8), we find the solution.
3. MAIN RESULTS

Now, wee need to consider the following assumptions:

e H, There exists continuous functions ¢,4,,¢,,¢, :[a,b] > R" such that

|f(tu,v)— (X y)|<a@)u—x+a )Ny,
and

|g(t,U,V)—g(t,X, y)| 3¢3(t)|U—X|+¢4(t)|V—Y|,

forall te[a,b], u,v,x,yeR".
e H, There exists continuous functions y,,y,,w,,w, :[a,b]—> R" such that

LU S O<p 0N,

and
|g(t,U,V)| < 1//3(t)|U|+l//4(t)|V|,
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forall te[a,b], u,veR".
e H, For any bounded set U < X, the sets

{f tut)v).gtut)v):ted, and UyV)eU},

are equicontinuous in X .
Theorem 2. Under the hypotheses (H,), the coupled system (1.1-1.2) has a unique solution.
If the matrix

2M T2, 2uM 2

T (aq+a,+1) T (a,+1) +nA ||¢)2||ao
G=
Moy + g +nB oy,

converges to 0.

Proof: We define the operator T, : X =X (i=12) as follow:

(T, (v )© = 75 u©.v() - LU= EB g o)

#EO =@ 1is ) (3.1)
M % a* .

- MI;iWu(t) +

AXu(S) U, (4(t) — p(@))"
# T (0 - pla) -y

and

(T, (u,v)) () = T g ¢, u(t), v(t)) —ngwg(b)

o) + £ PO vy (32

béV(é ) v, (4(t) — p(a))™
Lo ()~ gla) IRy,

where if ee{a, o +a,,a5,0,+a,},xe{t,b}, then

TAU00 = s [ #9000~ u(s)ds

() = % [ #6600 - () v(s)ds,
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L (x, U(X)V(X))—mjcﬁ( )(B(x) = (s))° ' (s,u(s)v (s))ds,

and

I'g(x, U(X)V(X))—mj¢(5)(¢(x) #($)) g (s,u(s).v (s))ds.

Consider the operator T : X — X as follow:

(T () @) = ((T, (uv)) ©.(T, (uv)) 1) (3.3)

Clearly, (u,,V,)fixed points of the operator T = (u,,V,)are solutions of the system
(1.1)-(1.2).
Forany (uyv),(x,y)eX and teJ ,we have

() -, (x.y)) )
< C I¢’(S)(¢(t)—¢(S))“”“2’1|f (tus)v(s))—f (t,x(s),y(s))ds
(o, +,) "

L (o)~ ¢(a))“
M (e +

f¢(5)(¢(b) PN Eu(s)v (s)) T (t,x(s)y (s))|ds

ey j¢(s)<¢(t) $(s)) Hu —x|(s)ds

m(p0)-9(@)" §
M) 7 OO —d6) s

2M @t ”(pl” ZMM a,
hS © A _ _ .
) { 1_‘(0[1 T, +1) ’ r(az +1) o ||U X ||°° * ”(02”00 ”\/ y ||oo

Also,
(0 (W)=, (x.y)) @)
| Bl 2N ) -y1.
So,
d (T (uv).T(x,y))<Md (Uv),(x,y)).
where
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Ju=x].
d((u,v),(xy))=
lv-yl.

Hence, the matrix G converges to zero, then the system (1.1)-(1.2) has a unique
solution, according to Theorem

Theorem 3. Assume that the hypotheses (H1)-(Hs) hold. If L <1; then the coupled system
(1.1)-(1.2) has at least one solution, where

_ oM ata, ||l//1||w N M az+a, l//3||oc . 2,U1M a,
INo,+a,+1) TI'(ay+a,+1) TI(a,+1)

21,M
2N A )l ol

Proof:
First step: T is continuous, where T the operator defined in (3.3) we show that the operator T
satisfies all conditions of Theorem.

Let (u,Vv,), beasequenceconvergesto (u,v) eX ,forany teJ, we have

H((rl(u V)= (uv)) @)

<r( j¢(s)(¢(t) #(s) e f (t,u, (5)V,(s))—F (t,u(s)v(s))|ds

. (¢§2)r‘(¢(a”az [#6)GO N [f €U, G, ()T Culs)v (s))ds
= )0~ 4E) ", -u] 6
M(‘é(ta)z;("’ (2)) A j¢ ($)$©) - 4()) " u, -ul(s)ds
AXp, -ul() )

e Vi AORTCY

oM @t ||¢1||OO 2/,11M a,
) [ ey +a, +1) " ['(a, +1) ”un . ||°° +||(p2”°0 ”\/V v ||oo '

Also,
(. (w,va) - w0

2M “ o 2u,M
< o B ||u, - v .
[F(%+a4+l)+r(a4+l)+n o, ~ul, +ledl v, 1,

By the Lebesgue dominated convergence theorem and f, g are continuous we get
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(@ (u,v,) -0 V)@, >0 as n e

Therefore T is continuous.

Second step: T maps bounded sets into bounded sets in X:
Let r>0,

U, ={(xv)e X [x], <r|v], <r}. (3.4)
Forany (u,v)eU, and teJ, we have

0l

S=— F( o, + I¢ (S)(¢(t) ¢(s))051+a271

N (¢(t)—¢(a))“
M “T(a, + )

f(t,u(s)v (s))|ds

J ¢'(8)(@(t) —g(s))* [ (t,u(s).v (s))|ds

B[ g(s)p(0) - 4(s))"

+ e ul(s)ds
”"@‘“ ) j #(8)(B(t) - 4(5)) " lu(s)ds
M “I'(a,)
A Z|U|(§ ) _ o
—(¢(t) ¢( )) ”ua” (¢('tv)| a2¢(a)) +||Ua||
My, | 2m
[r<al+%+1) WZH)+nA}||u||w+||wz||w|wnw
[ M @t ||l//l|| |\/| a, A +||l//2|| ]r N 2||ua|| _ Rl
', +a,+1) 1—‘(0(2 +1)
Also,
. (uv)®)
My, 2uM )
S( e, +a,+1) ’ I'(a, +1) #nB 4w, ez =R,
So,

| (uv)®)], <R, +R,=R.

Third step: T maps bounded sets into equicontinuous sets in X. Let U, defined in (3.4), for
t,, t,eJ with t,>t and (uyv)eU,
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((E(U V)(t) - (T (uv)) ()

v j #'(S)(@(t,) — $(s))“ | £ (tu(s), v(s))| ds

T+ j¢(8)(¢(t) #(s))™ | T (t,u(s), v(s))|ds
L (0(,) - ¢(a))“2 —(¢(t) —4(@)" |

M (@ + ) J #(S)(@(b) — ()| £ (t,u(s),v(s))|ds
o) j¢(s)(¢(t) #)ul (s)ds - -2 a1 7O -9 ul(s)as
(@) - #@)" - (H(t) - @) t et
¥ MT(@,) j #/(5)(#(b) - (5))**|u|(s)ds
ASIU()

+M—a((¢(t ) ¢(a))az — (¢(t ) ¢(a))0‘z )
U, () - @) — () - (@)™ )

M
So,
(s () (t) - () @)
(Il *lw L. )r
e a0 =4)
M (vl +lval )t 2r ]+ Anr .
Moo, +l) T2 wme |G-
then
H((Tl(uN)(tz)_(Tl(ulV ))(tl)H_>O as t, »>t.
Also,

(@) () - o)) @)
(vl + sl )

I, +a,+1)

M (sl vl )r 2rw,  |v.]+Bnr .
Mora+l) T2 me |77

<

(4(t,)—p(s))™™™

then H((I’z(u V()= (T, (uv ))(tl)H —0 as t, >t,.
Hence, the set T(U,) is equicontinuous in X.

As a consequence by the Arzela-Ascoli theorem, we conclude that T maps Uy into a
precompact set in X.
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Fourth step: Let E defined by

E={(uv)eX :(uv)=4T (uv)0<i<l

E is bounded in X. Let (u,v)eX suchthat (uyv)=AT (uyv), then u=AT,(uyv), and
v=AT,uyVv). Thus, for t € J,wehave

Jull, =[r.@v)

M a+a, ||W1||w . 2,LL_LM a,
I'ey+a,+1) TI'(ax,+1)

<

¥ nA]IIu L+ (]l ) 1, + 2l

M a+a, ||W1||00 . ZILL_LM a,

My +a,+1) T(a,+1) ’ nA]”(u Wl +(all I )+ 2l

IN

Ml 2
I'ey+a,+1) I'(a,+1)

IN

oA +||w2||w]u<u o), 42l

Also,
VI, = Ar.@v)O)]
2M i, 24,M
< - A 2 .
: [ Fara D T Wl J0v )2kl
So, we get,
Jull, +Iv.
(M, 2l 2 2
| Ty +a,+)  T(ag+a,+) T(a,+1) T(a,+1)
n(A+B)+wol, +lwal )| )], +2(ju ]+ )
So,

)l
2(Juafl+lval)

(B e (a8 )+l <l )

< 400,

Then the set E is thus bounded. By Steps 1 to 4, we can conclude that T has at least
one fixed point in U, which is a solution of the system (1.1)-(1.2).

Example: Consider the following nonlinear Langevin equation of fractional orders
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1" 1"

°p’ (D +7r)u(t) = f(t,u(t),v(),t e[1,2],
“D°" (°D;f*2 + 27z)u(t) = g(t,u(t), v(t))
u@) =v() =2, (3.5)
f (t,u(),v(t)) = e sint u(t)-v(t)

2 (14t) (u(O)+v (D))’

_ _ cost u(t)-2v(t) .
g(t,u(t),v(t) = 100(1+t2) (2u()+v(t))*’

Observe that the function f, g is also continuous.
Thus, the assumptions (H1)-(Hs) are satisfied Theorem and Theorem implies that the

system (3.5) has a solution.

5. CONCLUSION

In this paper, we discuss the existence and uniqueness of solutions to the conjugated

system of partial differential equations by using the fixed point theorem in the metric space of
matrices, we also supported this with an illustrative example to demonstrate the applicability
of our results.
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