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THE ITH THE 

 
 

e Fixed Fraction Procedure (FFP) are 
two methods which are used in artificial learning theory. The artificial process of learning of 
intelligent machines is possibl by using the conexioniste models. For training these models 
we dispose by several training methods from which take part PP and FFP. This paper studies 

e advantages and disadvantages of use one or other from these two methods. 

1. Introduction 
 

The clas i ic ich is applied the 
conexionists mo l d .  are two training 
methods based o h rrect classified.  
This paper cont s a ssifier training 

ethods in case  s  two classes are 
 made a lot of work in this area (see 
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al parts in wh
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en an object is incn error correction that would be appear w

tudy of these two 
o

rtificial learning claains a comparative 
m
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 of existence of much more than two clas es. The methods for
 extenso presented in Dumitrescu [1]. Other authors also

[2], [5], [6], [7] ). 
Let 1 2, ,..., nA A A  linear s lasses from eparable c Rd and a learning set 1 2, ,..., px x x  with 

d( )1 2, ,...,i i i ix x x x= x є R   
These vectors f  the learning set and if they are taken infinite times then form the learning 
sequence. 

i d, 
orm

( )g x , Both of the methods taken in discussion, consider defined a decision function
but for each m different expression. More exactly, for PP the ethod this decision function has a 
decision function is equal with  w ollowing 
potentia n

one of potential function, here e consider the f
l fu ction (see [1]):  

( ) 2  
2 ia x x+ −

1,
1

iK x x

and tota
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=

l potential: K: Rd → R  

( ), k
k

p

k

 ( )x =

I h t s

q K x x  
=

∑
n t e potential func ion definition kq  i  the charge placed in kx . 

K

The PP method has the decision function: g(x)=K(x) 

ression: 
w x=    

. 
 
2. A Comparative study 
 

 
For FFP the decision function is linear and has the exp

( )ig x T i
i

where w  is the weight vectori
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Our comparative study searches the answer of the following question: 
number of classes is small and which is 

the most preferable when the number of classes is increased. 
aim emented both of the metho de so lation in 

M o  es  is f , is 
fo  is W at 
ar e l e c 1 
an h  
 
Ex

Which of the methods is the most preferable when the 

For this  we impl ds and ma me calcu
icr soft Excel for the three exampl . First example or three classes  the second one 
r four classes and the last example  for five classes. e observe the number of steps th
e n eded for to arrive at the correct c assification. For th  PP method we onsidered the a=
d t e point charge the unit.   

ample 1. For learning set 1 2 3, , , 4x x x x  with xi є R4  
( )1 1,2,0.2,1x = , ( )2 4,1,0,1x = , ( )3 4,0,0,1x = , ( )4 2,0,1,1x =  

1
1x A∈ , 2

2x A∈ , 3
2x A∈ , 4

3x A∈  
 

FP gives the correct classifiF cation after five steps. 
i 

1
iw  2

iw  3
iw  

1 (2,3,1,2.3) (5,2,6,1) (4,2,7,2) 
2 (0.6,9.1,1.7,4.7) (4.3,-0.7,3.6,-1.6) (6,-1.4,8.5,2.1) 
3 (0.6,9.1,1.7,4.7) (7.6,0.1,3.6,-0.7) (2.7,-2.3,8.5,1.3) 
4 (0.6,9.1,1.7,4.7) (10.8,0.4,1.1,-1.2) (-0.4,-2.6,11.1,1.8) 
5 (0.6,9.1,1.7,4.7) (6.8,0.4,-0.8,-3.2) (3.5,-2.6,13.1,3.8) 

 
PP gives the correct classification after four steps.  
 
Example 2. For learning set 1 2 3 4, , ,x x x x  with xi є R4 

( )1,0.2,0.2,0= , ( )2 0,1,1,1x = , 1x ( )3,0,1,1= , 3x ( )4 4,0,1,0x =  
1

1x A∈ , 2
2x A∈ , 3

3x A∈ , 4
4x A∈  

 
FFP gives the correct classification after nine steps. 

i 
1
iw  2

iw  iw  iw  3 4

1 (0,1,1,2.3) (1,0,8,0) (1,2,0,9) (0,3,1,0.3) 
2 (0.1,8.1,1,2.3) (1.3,-0.5,0.1,-1.5) (-1.1,1.1,7.9,1.1) (1.6,4.1,0.7,8.7) 
3 (0.4,5.3,1,7.3) (3.3,0.1,7.9,-0.5) (2.2,-0.3,7.5,0.3) (0.5,3.1,9.3,4.9) 

6 (0.4,5.3,1,7.3) (4.8,1,0,-1.1) 1,0.2,7.8,-2.9) (3.2,-3.1,1,2.3) 
7 (0.4,5.3,1,7.3) (4.8,-0.5,2.6,-1.1) (1.3,9.0,1.7,5.6) 
8 (0.4,5.3,1,7.3) (1.9,0.1,2.5,-0.2) 3.7,-0.3,6.5,1.3) (0.7,1.1,0.1,1.8) 
9 (0.4,5.3,1,7.3) (0.8,0.5,-1.7,-0.2) (1.4,0.1,1.6,-4.1) 

4 (0.4,5.3,1,7.3) (6,-1.4,8.5,2.1) (-0.9,-3.7,1.1,0.8) (0.2,9.1,-1.5,3.7) 
5 (0.4,5.3,1,7.3) (4.8,0.4,0.1,-0.2) (0.5,-1.6,11.1,2.9) (2.8,2.8,1.2,2.2) 

(
(2,-1.4,1.5,-5.1) 
(
(-1.4,1.6,1.1,-1.4) 

 
 
PP gives the correct classification after twenty steps. 

xample 3. For learning set 
 

1 2 3 4, , ,x x x x , 5 6 7, ,x x x  with xi є R4 E
( )1 1,0.2,0,1x = , ( )2 0,1.1,0,1x = , ( )3 4,1,0,1x = , ( )4 0.3,0,4,1x = , , ( )5 1,3,1,0x =

( )6 3,0,0,1x = , ( )7 1,1,0,0x =  
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1
1x A∈ , 2

2x A∈ , 3
2x A∈ , 4

3x A∈ , 5
4x A∈ , 6

4x A∈ , 7
5x A∈  

 
P gives the correct classification after seven steps. 

i 
1 

FF
1 2 3 4 5

(1,0,1,8.3) (4,2,4,1) (3,0,3,2) (0,1,1,1.3) (8,1,2,1) 

iw  iw  iw  iw  iw  

2 (1,0.1,7.8,0.7) (3.3,1.5,1.1,-0.7) (3,-4.4,0.5,8.1) (1.6,4.3,1.4,2.8) (1.3,0.8,-3.6,2.6)
3 (1,0.3,5.3,1.1) (0.4,0.2,2.4,-0.5) (2.6,-5.3,8.7,0.3) (1.6,4.3,1.4,2.8) (1.4,0.1,5.5,-8.0)
4 (1,0.3,5.3,1.1) (10.9,0.7,1.6,-0.2) (-2.4,-2. ,1.1,11.8) (1.6,4.3,1.4,2.8) (1.4,0.3,0.1,-8.2)
5 (1,0.3,5.3,1.1) (6.7,1.6,-0.7,-4.0) (-2.4,-2. ,1.1,11.8) (1.6,4.3,1.4,2.8) (1.4,0.3,0.1,-8.2)
6 (1,0.3,

6
6

5.3,1.1) (6.5,2.0,5.4,-1.1) (-2.4,-2. ,1.1,11.8) (1.6,4.3,1.4,2.8) (1.4,0.3,0.1,-8.2)
7 (1,0.3,5.3,1.1) (6.3,-0.9,2.6,-1.5) (-2.4,-2.6,1.1,11.8) (1.6,4.3,1.4,2.8) (1.4,0.3,0.1,-8.2)

6

 
PP gives the correct classification after thirty steps. 
 
3. Conclusions 
 

The purpose of this study has been to explore when one of these two methods is better 
to be  applied when we dispose of many classes. We saw how the PP gives good results when 
the number of classes is small and when we increase the number of classes we saw that the 
FFP gives better results.  
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